effects of fast fading are noticed in the channel measurement
process (e.g., extraction of phase references in coherent and
differentially coherent detection and predetection combining)
and are determined by the Doppler power spectrum. Thus, for
high-speed data transmission, one may replace the actual scat-
tering function by a simpler scattering function,

S(E,v) = S(€) P(v) (2.32)

and yet have the error rates due to multipath and fast fading
be essentially identical. Moreover, as discussed in [2.30],
these effects are dependent, to first order, on a single first-
order parameter of the Doppler spectrum, the rms Doppler spread
B. This parameter is simply twice the standard deviation of
the power spectrum when it is made to look like a probability
density function by normalizing it to unit area. As a result
of these considerations, the synthetic surface multipath simu-
lator has complex tap gain functions with identical unimodal
power spectra. Front panel controls allow selection of the
desired rms Doppler spread.

We now consider the behavior of the complex tap gain
functions for the case of refractive multipath.

Using (2.10) in (2.19) we find that the tap gain function
for refractive multipath takes the form

K -j2nf 7. (t)
o 3 0 k E
gL(t) = WO i ak(t) e h[wo-rk(tﬂ (2.33)

This expression contains K terms, each corresponding to a
particular discrete moving path of the multipath structure.

To simplify the discussion, let us examine a single moving path
and drop the k subscript. This moving path is characterized by
the two time-variant parameters, delay 7(t) and amplitude a(t).
It has a discrete tapped delay line model representation with
the 1th complex tap gain given by
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. -j2mE,T(e)
g (t) = — a(t) e h[——-—r(t)]
1 WO WO
-j2nf _T(t)
- ‘_41_ alEy o y [h(E) - T(t)] g=ﬁ (2.34)
0

We see that gL(t) at a given time instant is just a sampled
version of the window function which has a delay and complex
amplitude determined by the value of a(t) and 7(t) at that time
instant. The complex tap gains are completely correlated in
complete contrast to the tap gains for surface multipath.

A convenient picture describing the variation of the tap
gain with time for a single path is of a slowly moving and
slowly amplitude changing window function moving along an axis
with pickets every 1/W,, as shown in Figure 2.1l for a tri-
angular window function. For simplicity, only the amplitude
change a(t) is indicated in this figure by the dashed line
connecting the peaks of the triangle. The tap gain function
g,(t) is obtained by "sitting" on §=1/W; and watching the
complex values observed as the triangle moves.

The complete refractive multipath structure is obtained by
adding up the moving window functions for each path. Thus,
g (t) would be the summation of complex samples from the delayed
moving window functions for each path. It should be clear at
this point that independent complex Gaussian tap gain functions
cannot be expected to represent refractive multipath. CNR has
provided a true refractive multipath simulation. Complex tap
gains are generated for up to seven moving paths, as described
in Eq. (2.33), by the use of a minicomputer into which is fed
(via digital tape) the time variable amplitudes and delays of
the paths previously computed according to some desired scenario.

The synthetic simulation of ionospheric scintillation in-
volves the use of one complex multiplier to insert time-variant
amplitude and phase fluctuations on the direct path, because
this phenomenon is not frequency-selective. The same minicom-
puter is used to generate these fluctuations. 1In [2.25], it is
shown that an appropriate model for the ionospheric fluctuations
consists of in-phase and quadrature Gaussian fluctuations of
different mean strength, with the relative strength dependent
on the operating frequency and intensity of the anamalcus iono-
spheric electron density.
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2.3 Effect of \'i.nulalu}' }-)'Vlllillrt'.irllt ies on \h:r«l_c:n_!_x ror
Rate Reproducibility

The function of the wideband 1LLOS simulator is to test

! digital modems so as to determine, in the laboratory, the effect
on performance that LOS radio channel characteristics would have
if the modem were actually field-tested at some future date. 1In
designing the simulator, this objective was kept in mind because
it allowed placement of practical design constraints on the
simulator and kept the cost of development from being increased
unnecessarily. Thus, for example, in channel playback simula-
tion, it is only necessary to reproduce the channel characteris-
tics with sufficient fidelity to reproduce modem error rate
behavior. Design nonidealities and channel perturbations which
have an imperceptible effect on modem error rate performance

may be ignored. We consider first the effect of undesired addi-
tive noise on modem performance and then the effect of undesired
signal distortions. Both spread-spectrum and nonspread-spectrum
modems are considered.

Undesired additive noise contributions may enter into the
simulator in two different ways. First we note that, in channel
measurement with the prober/analyzer, additive noise at the
analyzer input will result in noise contributions to the measured
channel tap gains. Then, in channel playback. the simulator will
produce a spurious output due to these noise contributions. The
effect of the noise in the tap gains may be modeled as a dis-
persive ''moise'" channel in parallel with the desired played-back
channel. Another way that noise enters into the simulation is
via thermal noise effects in the simulator itself. This level
has been specified to be no greater than -50 dBm in a 100-MHz
bandwidth at the output. For the nominal output signal level
of 0 dBm, this constitutes a 50-dB SNR.

L Consider the effect of additive noise in the simulator and
consider conventional digital communication techniques used in
radio communications, e.g., FSK, PSK, DPSK. At high SNR, the
error rate performances of these techniques are within a range
of 3 dB, with binary PSK being best and noncoherent FSK worst.
| For noncoherent FSK™, bit error rates of 6.3x 10715 and

L 9.6 x 10723 occur for SNR's of 18 and 20 dB, respectively, where
SNR is defined as the ratio of signal power to the noise power

*

by L e SRR el Ly M)
L e R 2
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in a bandwidth equal to the bit rate. From this calculation
we see that additive noise, per se, can be as high as -18 dBm
without causing a significant bit error rate. The effect of
such a system noise level is to cause an irreducible error
probability of 6.3 x 10-15 for the noncoherent FSK modem. That
is to say, a curve of error rate vs. SNR obtained by adjusting
the noise level in the simulator would show a bottoming-out as
SNR's approach and exceed 18 dB. At an apparent input SNR of
12 dB, the actual SNR will be 11 dB. This one dB shift is
undesirable since it occurs at SNR's where significant errors
occur (Pe = 1.1x 104 at SNR = 12 dB). A system noise level
of -24 dBm would produce a shift of 0.5 dB at an input SNR of
15 dB (Pe = 5.6 x1078). cClearly, the -50 dBm specified in the
simulator is more than adequate to remove the effects of simu-
lator noise on modem performance even at signal levels lower
than -20 dBm.

In the case of DCS microwave links, consideration is being
given to transmission of 2 bits/sec/Hz of bandwidth with satura-
ting power amplifiers. Such modem techniques require more SNR
for the same error rate than the conventional modems mentioned
above, sometimes as much as 10 dB greater [2.16]. 1In such a
case, one would like the system SNR to be 34 dB or greater.
Clearly, the simulator reaches this objective also.

For the case of PN spread-spectrum modems, the basic sig-
naling elements are orders of magnitude wider in bandwidth than
the bit rates. Thus, the SNR in a bandwidth equal to the bit
rate is correspondingly orders of magnitude larger for a given
system noise than for the case of a conventional modem. As a
consequence, we have assumed that if system level noise is small
enough for conventional modem error rate reproducibility, it
is more than small enough for the case of spread-spectrum modems.
This phenomenon appears true for all nonidealities. That is to
say, if an equipment nonideality is small enough not to affect
conventional modem error rate reproducibility, it is more than
small enough for the case of spread-spectrum modems.

Consider now the case of noise introduced in the prober/
analyzer. When the channel is probed, there will always be a
background of Gaussian receiver noise. Thus the measured im-
pulse response will actually consist of a desired impulse
response and a ''moise'" impulse response. The resulting played-
back channel will behave as the parallel combination of two
channels — the desired channel and a '"'noise channel". The
following useful theorem has been proven by Bello [2.31]:
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If channel probing takes place with a received probing
signal having power P and noise bandwidth Bt in the
presence of receiver noise of one-sided power density
Ng, then the noise channel acts like a surface multi-
path channel in which the ratio of the average strength
of the desired played back channel transfer function

to the noise played back channel transfer function is

given by:
Lo 2 = .35)
NCh NO K BTA

where it has been assumed that the prober demodulator
consists of K adjacent correlator taps A seconds
apart in delay, with an integrate-and-dump filter
having a total integrate time T* for extracting the
tap gain estimate at the correlator output. The
noise scatter channel has a uniform rectangular delay
power spectrum of duration KA and a Doppler power
spectrum of shape \HL(V)\Z, where Hj (v) is the
transfer function of the tap gain low pass filter-
ing including all low pass filtering up to the

input to the complex modulators of the tapped delay
line.

Since the noise channel fluctuations and the modem signal
are statistically independent, and since the noise fluctuations
are complex Gaussian, one may show that the effect of the noise
channel in producing error rates for a given Sch/Nch can be
equal in some cases (e.g., binary PSK) to that produced by
additive noise for an SNR equal to the value of S.p/N.j. How-
ever, it must be recognized that the noise channel produces
intersymbol interference and is a multiplicative effect. Thus,
a change in the modem signal level leaves Sch/Nch unchanged.

In addition, a reduction in bit rate (as in the case of a spread
spectrum modem), which increases the SNR for a given system
noise level, will leave S.p/N.p unchanged.

*This integrate time is selectable as a multiple of the PN se-
quence period, depending on the Doppler spread of the channel,
Lo, T‘=ITO, where 1=1,2,4,8,16,32.
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If the only significant nonideality present in the system
was that due to noise received in the prober/analyzer, one could
argue that an S.p/Nqp of at least 24 dB would be satisfactory
as in the case of SNR. However, there are a large number of
possible multiplicative perturbations in the overall system, and
it is necessary to consider the cumulative effect of all these
perturbations in assigning tolerable levels. Thus, the follow-
ing sources of multiplicative perturbations may be identified:

¢ Amplitude and group delay distortion in filters

® Amplitude and group delay distortion in acoustic
delay line

® Amplitude and phase insertion errors in complex
modulators and tapped delay line

® Leakage through complex modulators

® Phase shifts on tapped delay line produced by
temperature changes

e Aliasing crosstalk due to sampling impulse
response in prober/analyzer

® DC components at the correlator outputs of the
prober/analyzer

® (rosstalk components at the correlator outputs
produced by pseudo-noise sequence signal probing
and correlati on

e Aliasing crosstalk and distortion appearing in
recovery of complex tap gains from sampled
versions

We consider each of these disturbances. Consider first
amplitude and group delay distortions in filters. One may
regard the distortions as being produced by a "distortion"
channel with transfer function D(f) in parallel with the de-
sired distortion-free transfer function. This distortion
channel, being a linear filter, has a representation in terms
of a tapped delay line. Thus, one may always regard the dis-
tortion as being produced by a set of discrete echoes, i.e.,
discrete nonfading multipath. For a given small peak amplitude
or group delay ripple departure from ideal, one may argue
heuristically that a single echo which produces such a peak
departure provides a worst case as far as affecting modem error
rate behavior. A multiple path model providing the same peak
distortion would have the sum of the peak values of the complex
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path gains bounded by the peak distortion in the transfer
function. But multiple paths spaced farther apart than the
symbol durations would produce intersymbol interferences which
would add independently. Thus, with a single path model pro-
viding the same peak distortion, the peak value of total inter-
symbol interference will occur 507 of the time for binary PSK
but less often with a multiple path model, and the error rate
with the single path model would be larger.

Consider then the sizes of the single interfering path
which produces various peak distortions and the impact of this
distortion on error rate for a binary PSK system. For a path
18, 24, and 30 dB below the direct path, we find peak amplitude
ripples of 1.02, 0.52, and 0.27 dB in the transfer function
amplitude and group delay ripples of 7/8, 7/16, and 7/32 seconds
where 7 is the delay of the path relative to the direct path.
The distortion specification in the work statement calls for a
peak amplitude ripple of 0.5 dB, which corresponds to a dis-
turbing echo or path 24 dB below the direct path. From a modem
performance point of view, the echo produces an interfering
pulse 24 dB below the desired pulse and changes the detector
output by +0.5 dB. For low error rates, the error rate will be
dominated by the 0.5-dB reduction in signal strength. In
summary, then, the effect of a peak distortion of +0.5 dB in
the amplitude characteristic, or +(7/16) in the group delay
characteristic, is bounded by 0.5 dB in the modem error rate
vs. SNR behavior at high SNR. To select the worst-case path
delay 1, one should choose the minimum value of 7 yielding the
maximum interference; namely, 7 equal to the duration of one bit.
Thus, at 100-Mb/s binary PSK, a peak group delay ripple of % ns
can be expected to produce, at most, a 0.5-dB degradation.

As far as amplitude and group delay distortion in the
acoustic delay line is concerned, the same arguments just pro-
posed for filter distortion clearly apply, as they do for any
linear system.

In dealing with the type of distortion introduced by the
lumped filters in the simulator, however, it must be recognized
that some distortions follow characteristic slow changes over
the passband that are not simply characterized by 'ripple" in
group delay and amplitude. For these cases, one must carry
out error rate performance calculations specialized to the
types of distortion as have been carried out by Sunde [2.33].
Because of the fact that the major group delay and amplitude
distortions of the lumped filters occur at the band edges where
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the power level of the data signal is low, it is found that

much larger distortion in amplitude and group delay are actually
tolerable before significant SNR performance degradation occurs.
The effective analyzer/simulator filtering has been designed
using [2.33] in order to keep the corresponding distortions from
causing significant performance degradation.

Complex modulators are used in the tapped delay line to
vary the amplitude and phase of the tap output according to an
appropriate time-variant complex gain obtained either by play-
back of the measured and stored channel or by synthetic genera-
tion. These modulators have been built to have a wide dynamic
range. However, practical limitations will prevent perfect
linearity. Thus, as the input complex gain changes over a set
of values, the actual complex gain inserted on the tap output
will differ from the input slightly in its amplitude and phase
or in its in-phase and quadrature components. The cumulative
effect of these small insertion errors for the whole set of tap
outputs will result in a distortion of the reproduced or syn-
thetic transfer function.

One may model this distortion by a 'distortion channel"
in parallel with the undistorted channel, where the tapped delay
line model of this distortion channel has complex gains equal to
the in-phase and quadrature components of the insertion errors
at each tap. Making the reasonable assumption of independent
insertion errors at each tap, we see that the distortion channel
transfer function has characteristics similar to those of the
"noise'" channel discussed previously. However, in one important
respect the distortion channel differs from the noise channel:
the level of distortion depends on the level of the desired
multipath signal generated by the distortion-free tapped delay
line model. A strong multipath signal will considerably degrade
digital transmission performance over an LOS link. Small per-
turbations in the multipath signal, caused by the distortion
channel, renresent a spurious multipath signal considerably
below the actual multipath signa, and should have minor impact
on error rate responsibility.

To estimate the level of this spurious multipath signal in
relation to the desired multipath signal, we may make use of
calculations by Bello [2.18] who shows that the strength of the
spurious multipath signal relative to the desjired multipath
signal at the simulator output is given by (0-+—02) where © ,02
are the mean-squared values for an assumed random distribution
of insertion phase error (in radians) and loss error (in nepers)
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on each tap. Thus we see that an rms phase insertion error of
29 (+ 6° peak errors for three standard deviations) produces a
spurious multipath signal 29 dB below the desired multipath
signal. Also, an rms error in insertion loss of 0.3 dB

(+ 0.9 dB peak errors) produces the same level of spurious
multipath signal. It should be realized that weak multipath
signals, say 20 dB below the direct path signal, will have
negligible effect on conventional digital modem performance,
since such multipath will affect modem performance as random
noise does. Recall that, for a noncoherent FSK modem,

Pe = 9.6 x 10"23 at 20-dB SNR.) The simulator, as implemented,
utilizes 32 complex modulators. For the case of independent
complex tap gain modulations on each tap (corresponding to
worst-case surface multipath), the multipath output is enhanced
by 15 dB relative to the strength of a single tap. For the
output multipath signal to be 20 dB below the direct path signal
then requires that the level of the input multipath modulation
per tap be at a level of 35 dB below the direct path modulation
(the latter being set at the maximum by the simulator). At this
low input, the distortion multipath signal at the output is at

a level 24 dB below the multipath signal (+ 0.5 dB rms insertion
loss error domination) or 44 dB below the direct path.

The maximum level that surface multipath can be expected to
have at the simulator output is that of the direct path signal.
In such a case, the uniform multipath model, described above,
will require tap modulations at a level 15 dBR below the maximum
modulation level. The distortion multipath signal would be at a
level of 24 dB below the direct path and will be totally ob-
scured by the valid multipath signal as far as affecting modem
error rate.

In the case of refractive multipath, there will be a few
discrete paths (rarely reaching 6 -7 for the longer paths), but
these can be comparable in size, or even larger than the direct
path. As a result, the distortion multipath signal can be ex-
pected to be 30 - 40 dB lower than the valid multipath signal
at the simulator output. Again, since the valid multipath
signal is dominating the error rate behavior by interference
with the direct path, the small distortion component 30 - 40 dB
below the mutlipath will have negligible additional effect on
modem error rate behavior.

We consider now the effect of temperature change on the

tapped delay line. A temperature change will cause the length
of the delay line to change, which is mathematically equivalent
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to a time scale change of a channel snapshot impulse response.
From elementary Fourier theory, we know that if a change in
time scale occurs in a function h(t), there is a corresponding
inverse scale change in the transform H(f), i.e.,

1 £
T% & H<1 2 a) (2.36}

A thermal coefficient of expansion for the delay line is typi-
cally 4x10-5/°%C, i.e., a~ 4x10™2 per °C. Thus, if the band
center of the reproduced channel were at f, and a change in
temperature of AT ©°C occurred, the band center would shift by
Af, given by

h(t) » h[(1l+ a)t] == H(f) -

5

Af = 4x10 7 AT £ (2.37)

0

Table 2-5 shows some representative calculations assuming a band
center at 400 MHz and temperature changes of +0.5°C and + 5 °C.
Since a range of +59C seems reasonable for the laboratory
environment of the simulator, there should not be any need for
an oven.

The harmfulness of frequency shifts of the channel transfer

function

cultated.

view, we

on modem error rate reproducibility is not simply cal-
However, by adopting a somewhat different point of
can use previous arguments to determine when it is

negligible. This point of view regards the frequency shift of
the transfer function as having been caused almost entirely by
the uniform phase shift introduced between adjacent taps of the
delay line by the slight change in delay. This may be proven
by expressing the impulse response h(t) in the complex envelope
form

J2nE_t

0

h(t) = e hy(t) (2.38)

The change in time scale is so small that its effect on hp(t) is
imperceptible. However, since f, is so large (f3=1 Gec, say),
the change in time scale does afgect the exponent, changing the
impulse response effectively to
JenEt  JaATh

ot
h(t) — e S e 2 hO(t) (439
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TABLE 2-5

CENTER FREQUENCY SHIFTS IN PLAYED-BACK CHANNEL AND

CUMULATIVE PHASE SHIFTS OVER 200-ns DELAY PRODUCED BY

TAPPED DELAY LINE AMBIENT TEMPERATURE CHANGES

Temperature Change

(o]

+ 0.5°C + 5C
..___—-— e —————
Phase Shift* - G
for 200-ns + 0.59 + 5.92
Delay at 400 MHz
Band Center™
Frequency Shift + 8 ke + 80 ke

Caused in
Simulator

" Assumed delay line coefficient of thermal expansion

R
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which is exactly a frequency shift. However, note that for the
tapped delay line representation

hy (£) =ng 6(t - ka) (2.40)

where A is the delay between taps (7.5 ns for the design).
Equation (2.39) says that the complex envelope has been changed
as follows:

JZﬂant JZWfOkA

hy(€) ~ e hy(t) —»):gk e 6(t - kA)

(2.41)

which exhibits the described phase shift property between taps.
Table 2-5 shows that over the length of the delay line

(233.5 ns) a phase insertion error of less than 5.9° will accu-
mulate on the last tap, or less than 0.2° per tap, if the
temperature stays within + 5 ©C.

As discussed in the previous section, the process of using
a tapped delay line model for channel playback simulation is a
sampling process along the delay variable of the channel impulse
response, and, like all sampling processes, introduces some alias
crosstalk. To control this crosstalk, a filter is used at the
input to the multipath analyzer to limit the spectrum of the
received signal prior to correlation processing. Unfortunately,
this filter must also satisfy the conflicting requirement of not
distorting the channel in the reproducible bandwidth (e.g.,
100 MHz). The filter design problem is simplified by making the
sampling interval, i.e., spacing between taps on the delay line,
as small as possible. However, the cost of the simulator in-
creases linearly with the number of taps so every attempt is
made to keep the tap spacing as large as possible consistent
with a maximum level of alias crosstalk and inband distortion.
It was found that a choice of tap spacing equal to 3/4 the
duration of a PN sequence chip (e.g., 7.5 ns for 10-ns probing)
and a sixth-order Butterworth filter of the proper bandwidth
allowed the alias crosstalk to be limited to 40 dB below the
desired channel transfer function and the inband distortion to
be negligible provided an appropirate equalizer is used in the
simulator to counteract the spectral shaping of the PN sequence
transmitted spectrum. From our previous discussions we see that
this level of crosstalk will be totally negligible in its effect
on modem error rate reproducibility. Table 2-6 presents some
parameters for a set of sixth-order Butterworth-Thompson
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filters [2.32] that reduce the alias crosstalk to -40 dB for a
tap spacing of 3/4 &) (& = 10 ns for 100-MHz characterization).
Butterworth-Thompson filters are indexed on a parameter m which
ranges from O (Butterworth filter) to 1 (Bessel filter). The
3-dB bandwidth, gain at the edges of the characterization band-
width(+ 1/2 4y about band center), and group delay difference
between midband and edges of characterization bandwidth are
presented for values of m=0, 0.2, 0.4, 0.6, 0.8, and 1.0. Note
that the amplitude distortion is negligible for the Butterworth
filter and the group delay distortion only 0.36 ns for the
100-MHz characterization.

The existence of an IF filter with transfer function H(f)
in the analyzer and a rectangular '"chip" of duration in the
prober implies an inherent single-path transfer function [see
(2.4) and the surrounding discussion]:

sin nffADZ
mf Ab

Figure 2.12 presents the Fourier transform of K(f) or channel
impulse response k(t), for the Butterworth and Bessel filters
listed in Table 2-6. The dashed triangle indicates the single-
path channel impulse response without any IF filter. Note that,
in the case of the Butterworth filter, the impulse response
duration increases by around 1.5 4, beyond the 2 4y of the tri-
angle, while the increase is only around 0.6 4, for the Bessel
filter. It should be recognized that this spreading subtracts
from the multipath spread measuremeat capability of the prober/
analyzer. 1In the present design, the spreading is small. How-
ever, any attempt to increase the tap spacing significantly
forces the bandwidths of the filters to be reduced considerably
to achieve the -40 dB alias crosstalk. This bandwidth narrowing
rapidly extends the '"tail'" of the system impulse response.
Figure 2.13 illustrates this behavior for a tap spacing of

0.8 Ay with a fourth- and sixth-order Butterworth filter.

K(f) = H(E) (2.42)

Analog correlators suffer from certain dynamic range
limitations. At the small signal end of the range, the limita-
tion of the correlators is in the apparance of low-level dc
components. Because there are only two complex analog corre-
lations, which are time-division-multiplexed, the same spurious
dc is fed to up to 16 multiplexed correlator outputs corres=-
ponding to a particular analog correlator. The two pairs of
16 correlator outputs are interlaced. Consider the effect on
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the reproduced transfer function of a spurious dc y on one set
of 16 correlator outputs. Mathematically, the corresponding
distortion transfer function is:

16 .
B j2nf2a sin 7 £32A j6
D(£) y ké e ~ 16y ~7f32a © (2.43)

Thus, at the center of the band, the distortions add coherently
to produce a level 16 times, or 24 dB, larger. However, this
perturbation damps out away from the center of the band accor-
ding to a (sin m£32A/7m£32A) behavior. The other set of 16 taps
produces an effect of the same size, but phased differently.

In the worst case, it may add directly, producing a net pertur-
bation 30 dB higher than the dc on a single correlator output.

While such a distortion is large in the vicinity of the
center of the band, its effect on modem error rate can be sur-
prisingly small because, in analyzing the statistics of the
intersymbol interference produced, it becomes evident that the
coherency effect is largely negated by the data randomness. On
the other hand, any carrier component of the modem near the
center of the band will certainly be grossly affected unless
the dc component is very small. To keep the perturbation at
the band center to within + 0.5 dB requires that the dc compo-
nent be 54 dB down in the worst case. Unless the modem uses
some special signaling element near the center of the band,
e.g., a carrier component for phase reference extraction, this
is an unnecessarily severe specification.

The analyzer meets the -54 dB specification at each corre-
lator output for all modes of operation of the prober/analyzer
except the maximum Doppler spread mode. Except in this mode,
180° reversals are inserted into the multiplexed correlation
operations on alternate correlations, and a compensating rever-
sal is used at the correlator output. 1In this way, the spurious
dc components alternate in sign on adjacent taps in each set of
16, and their contribution cancels at the midband. The ripple
builds up to a maximum at a frequency + (1/24) on each side of
midband. For A4=7.5 ns, + (1/2A) corresponds to + 66 2/3 MHz.
Since the reproducible bandwidth lies in the interval + 50 MHz
about midband, this ripple is attenuated at the edge of the
reproducible bandwidth by around 22 dB. Thus, dc components
35 dB down from maximum at the multiplexed correlator outputs
will still only produce perturbations which, under the worst
combination of conditions, correspond to a perturbation
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35-30+22 = 27 dB down. Moreover, as pointed out above, in
examining the effect of intersymbol interference, it is more
sensible in evaluating the effect oa modem error rate to regard
the dc components as producing a spurious multipath signal at

a level 35 dB below the direct path.

It has been shown that two types of spurious components,
called dc crosstalk and harmonic crosstalk, are introduced into
the correlator outputs of the multipath analyzer by the correla-
tion process. The former is caused by the small carrier compo-
nent transmitted by the PN sequence prober (the number of 1's
and 0's of a PN sequence differ by one) and produces an identi-
cal component at all correlator output proportional to the time-
variant transfer function of the channel at midband. The latter
consists of components at harmonics of the PN sequence funda-
mental frequency. Both have bandwidths of the order of the
Doppler spread of the channel.

Since the dc crosstalk is the same for all taps, its effect
on the played-back transfer function is the same as the dc un-
balance of the correlator output discussed above. However, one
may not cancel this term out by alternately changing the PN
sequence phase + 180°. The major perturbation occurs at band
center. From Eq. (5.51) of [2.18], one may show that this
maximum perturbation at band center has a magnitude of

Ab

K
. (2.44)

where AO is the PN sequence pulse duration, A is the tap spacing,
K is the number of taps used, and N is the length of the PN
sequence. For the prober/analyzer parameters chosen, this per-
turbation is 35 dB below the value of the played-back transfer
function at midband and, in addition, is correlated with it.
Thus, at midband, it causes at most a perturbation of 0.15 dB
in the multipath signal transfer function. When one recalls
that such a localized perturbation is considerably less harmful
from the point of intersymbol interference than that caused by
a single path, it is concluded that dc crosstalk effects may be
ignored.

The upper bound for harmonic crosstalk appears at the
output of the integrate-and-dump (I&D) circuit following the
correlator. This I&D integrates over exactly one period of the
locally-generated PN sequence, and thus has nulls in its trans-
fer function at harmonics of the PN sequence fundamental
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A

frequency. These nulls tend to cancel the harmonic crosstalk
components, but the nonzero Doppler spread of the components
prevents complete cancellation. Assuming an rms Doppler spread
B, one may compute that the qth harmonic crosstalk component on
any correlator output normalized to the desired multipath signal
at the playback tapped delay line output is given by

2

Sharm,q _ 2 (2o
3 N (2.45)
ch q

where Ty is the period of the PN sequence.

Due to the sampling process following the I&D, the harmonic
crosstalk components get folded into the lowpass region of the
correlator output. Making the worst-case assumption that all
components appear around dc, the total normalized harmonic
crosstalk per correlator output becomes

Sh rm, ta 2 BT0 : = 1
_harm,tap _ £ 122:
1

Sch N 2 q2
2
BT
0 (2.46)
N 2 3

Finally, assuming independent crosstalk fluctuations on each
tap, the output signal due to harmonic crosstalk normalized to
the desired multipath signal is given by

2
Sharm » 2K (BTO) 13 (2.47)
Sch N o 3

Assuming a worst-case Doppler spread of 1 kHz, Eq. (2.47) yields
a harmonic crosstalk contribution 50 dB below the multipath
signal. A Doppler spread of 10 kHz would increase this by

20 dB to a level 30 dB below the multipath signal. Thus, it

is also clear that harmonic crosstalk will have negligible
effect on modem error rate reproducibility.

We consider now the introduction of degradation into the
simulation caused by the sampling and reconstruction process
that takes place for each measured complex tap gain. Due to
the time-division-multiplexing process and the need to provide
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settling time for the analog integrate-and-dump, the interval
between samples of a particular complex tap gain, 7_, is much
larger than the total integrate time T associated with that tap
gain measurement. The spectrum of the sampled signal contrains
aliases of the desired spectrum centered at multiplex of

s l/TS Hz. Figure 2.14 shows two of these aliases straddling
the desired lowpass tap gain process.

To extract the desired signal, the equipment includes a
linear interpolator which acts like a filter with transfer
function (sin mfr /7fT )“, as shown in Figure 2.14. This
filter suppresses considerably the aliases while passing the
desired signal with small distortion.

Calculation of the total distortion power after interpola-
tion relative to the desired signal power, assuming a Gaussian-
shaped signal spectrum, yields the values indicated in Table 2-7
as a function of the ratio of the rms Doppler spread to the
sampling rate. Even at a Doppler spread as high as 0.354 times
the sample rate, the level of distortion indicated on the table
is 17.6 dB below the desired signal. Thus, the total distortion
effect on the simulator output is a distortion signal 17.6 dB
below the multipath signal. Operation at such a high value of
Doppler spread in relation to the sampling rate is not likely to
be needed since the highest sampling rate of the system for
32 measured samples of the impulse response (i.e., 32 correla-
tors) is approximately 2 kHz, yielding a value of rms Doppler
spread of around 700 Hz to produce the -16.7 dB alias distortion.
Such large Doppler spreads are not predicted by the models avail-
able. Thus, under expected channel conditions, the alias dis-
tortion can be made negligible since it drops rapidly with
Doppler spread, e.g., at a 354-Hz Doppler spread, the alias
distortion drops to a value 33.2 dB below the multipath signal
when the sampling rate is at the maximum.

We explore next the effect that the lack of inclusion of
time-variant delays in the channel simulation has upon modem
error rate reproducibility. Consider first the direct path
alone. Let the transmitted signal be given by

jZWfOt' =
x(t) = Re{z(t) e 5 (2.48)

where z(t) is the complex envelope of the transmitted signal and
fo is the center frequency of the transmitted signal. Making
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TABLE

RESIDUAL ALTIAS DISTCRTION

AS

2-7

RELATIVE TO DESIRED SIGNAL POWER
A FUNCTION OF THE RMS DOPPLER SPREAD NORMALIZED TC
1THE SAMPLING RATE

RMS Doppler Spread
Normalized to

Total Distortion Power
Relative to Desired
Signal Power

Sampling Rate in dB
el#? =33.2
250 =252
.354 -17.6
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the valid assumption that a linear variation of delay with time
characterizes the delay 7(t) over intervals of time long com-
pared to many data bits,

T(E} =7, + ¢ (2.49)

where v is the rate of change of the line-of-sight path, c is
the velocity of light, and 7o is the delay at t=0. The re-
ceived signal in the absence of noise is given by

y(t) = x[t -7(t)]

s \A
-j2nf,~t -j2nf cI
Re z(t-gt-r())e ge= 0 (2.50)

where the term exp(—j2ﬂf0%t) may be recognized as providing the
Doppler shift -f0§ Hz.

Apart from the Doppler shift, which is provided for in the
simulator, the effect of the time-variant delay is to cause a
change in time scale of the transmitted signal by the very small
amount -(v/c). For a Mach-1 speed v, this corres onds to ap-
proximately one part in 106. From the point of view of digital
modems whose output complex envelope timing is controlled by a
crystal oscillator, such a change in time scale produces an
effect identical to a change of one part in 10® in the frequency
of the crystal oscillator.

The only types of military modems whose output complex
envelope timing is not completely controlled by a crystal os-
cillator are those which employ spread-spectrum pulse-forming
networks at the transmitter and a corresponding matched filter
at the receiver. These modems may exhibit a change in time
scale of the order of 1/10% in the received pulse as compared
to the matched filter impulse response. However, if such a time
scale change can cause perceptible degradation in a modem, that
modem will likely never be built, because small temperature
changes will cause much greater changes in time scale of the
impulse response of the matched filter in the receiver. We have
already pointed out that a typical time-scale change for cable
is of the order of 4 x10-3/9C. For acoustic surface wave
matched tilters, the change is much larger. In a sense, the
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effects of time-scale change on modem performance caused by
time-variant delay in a radio channel will be lost in the
effects of temperature fluctuations.

If no temperature sensitivity is assumed, it may be shown
that, if the time-bandwidth product of the spread-spectrum
pulse satisties the inequality

W e (2.51)

RMSTRMS

wnere Wpyg and TpMg are the rms bandwidth and time duration,
respectively, of the pulse

[ £21pee)12 ar
[ 1ece))? at

W = 2

i (2.52)

44 ft?‘lp(t)'2 dt
[1ped? ae

RMS (2.53)

then no perceptible degradation can occur. In defining W
and Tgmg, it is assumed that the pulse p(t) is centered at t=0
and its spectrum P(f) is centered at f£=0.

Considering that v/c¢ is of the order of 106, it is clear
that time-bandwidth products approaching 100,000 would be needed
before any possibility of degradation might occur! To our best
knowledge, such large TW products are not practical for the
impulse response of matched filters with the present state-of-
the-art of fabrication techniques. Thus, time-scale change
induced by relative motion of the terminals does not need to be
provided in the simulation of a single line-of-sight path apart
from simulation of the Doppler shift at the band center. More-
over, since the more general multipath situation can be broken
up into a set of discrete paths wi..a the aid of the tapped delay
line model, it is clear that exactly the same conclusion is
reached for the general channel with multipath.




